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Deep Recommender Architectures
§ Advantages

§ Feature representations of users and items
§ Non-linear relationships between users and items

§ Typical architecture
§ Embedding layer
§ Interaction layer
§ Inference layer

§ Manually designed architecture
§ Expert knowledge
§ Time and engineering efforts
§ Human error and bias à suboptimal architecture
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AutoML for Deep Recommender Systems
§ Deep architectures are designed by the machine automatically 

§ Advantages
§ Less expert knowledge
§ Saving time and efforts
§ Different data à different architectures

Automated Machine Learning
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Neural Architecture Search
§ Reinforcement Learning-based NAS

§ Controller: learning to select optimal child architecture
§ Child architecture: the DNN with a specific architecture

candidate 
components:
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Neural Architecture Search
§ Reinforcement Learning-based NAS

§ Hard selection on candidate components
§ The model’s performance on validation set are viewed as reward
§ The weights of controller are updated to maximize the reward
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Neural Architecture Search
§ Gradient Descent-based NAS

§ Soft selection on candidate components, weighted sum them
§ Directly update the controller weights by minimizing the loss on validation set
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AutoML in Embedding Layer
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Embedding Components
§ Real-world recommender systems involve numerous feature fields

§ Users
• e.g., gender and age

§ Items
• e.g., category and price

§ Contextual information
• e.g., time and location

§ Their interactions
• e.g., users’ purchased items at location A

§ Features à Embeddings
§ Unified dimension for all features
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Unified Embedding Dimension
§ Memory inefficiency problem

§ Embedding dimension à Capacity to encode information
§ Different feature fields have different cardinality
§ Different features have different frequency

Target Weekday Gender User_ID

1 Tuesday Male 0000001

0 Monday Female 3495682

1 Thursday Female 5676562

0 Friday Male 9231237

7 2 million

Male Female

Games
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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NIS - Motivation
§ Head items

§ More data, more information 
§ Needing larger embedding size 

§ Tail items
§ Less data, less information
§ Small embedding size is enough
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NIS - Search Space
§ Assume 3 features, each with largest allowed embedding matrix of size 10M x

256
§ Items should be sorted by their frequency
§ Cutting the embedding matrix into smaller pieces
§ The way to cut the embedding matrix is pre-defined

Head items

Tail items
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NIS - Multisize Embedding
§ RL-based AutoML approach

§ Main model is the deep recommendation model
§ Controller learns to sample embedding dimensions

that generate higher reward                            
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NIS - Multisize Embedding
§ RL-based AutoML approach

§ Main model is the deep recommendation model
§ Controller learns to sample embedding dimensions

that generate higher reward
§ E.g. feature 1: 1M x 192 + 2M x 128 + 2M x 64
§ Reward: R = RQ − λ ∗ CM

Head items

Tail items
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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Motivations
§ Preliminary Experiment

§ Frequency: # interactions a user/item

§ Embedding dimension often determines the capacity to encode information
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Motivations
§ Dynamically search the embedding sizes for different users and items

§ Optimal recommendation quality all the time
§ More efficient in memory

Transform
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Overview
§ Two Components

§ Deep recommendation model
§ Embedding Size Adjustment Policy Network (ESAPN): hard selection via RL
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Deep Recommendation Model

e2 = W1→2e1 + b1→2

e3 = W2→3e2 + b2→3

· · ·

en = Wn−1→nen−1 + bn−1→n

D = {d1, d2, . . . , dn} d1 < d2 < · · · < dn

§ Candidate embedding sizes

§ Linear transformations
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Policy Network

§ Environment
§ The deep recommendation model

§ State
§ s = (f, e)
§ f: frequency e: current embedding size
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Policy Network
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§ Action
§ Enlarge or Unchange

§ Reward
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Performance with Frequency
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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AutoDim - Motivation
§ Complex relationship

§ Embedding dimensions
§ Feature distributions
§ Neural network architectures

§ Large search space
§ M feature field (M > 100)
§ K candidate dimensions
§ KM selecion space

§ Goal: Selecting embedding dimensions to different feature fields automatically
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AutoDim - Overview
§ Two-stage framework

(a)	Dimensionality	Search (b)	Parameter	Re-training

Embedding
Lookup

Deriving
Discrete

Architectures
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AutoDim - Dimension Search Stage

(a)	Dimensionality	Search (b)	Parameter	Re-training
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AutoDim - Dimension Search Stage

(a)	Dimensionality	Search (b)	Parameter	Re-training
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AutoDim - Dimension Search Stage

(a)	Dimensionality	Search (b)	Parameter	Re-training
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(a)	Dimensionality	Search (b)	Parameter	Re-training
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§ Metrics: AUC ↑, Logloss ↓, EP ↓ (embedding parameters)
§ AutoDim is general for any deep recommender systems with embedding layer
§ Small serach space: 5 candiate for each feature field
§ AutoDim à Best AUC and Logloss, and saving 70~80% embedding parameters

Overall Performance
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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AutoDis
§ Real-world recommender systems involve numerous feature fields

§ Users
• e.g., gender and age

§ Items
• e.g., category and price

§ Contextual information
• e.g., time and location

§ Their interactions
• e.g., users’ purchased items at location A

§ E.g., Gender=Male, Day=Tuesday, Height=175.6, Age=18
§ Categorical field Gender v.s. Numerical field Height
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Existing Methods for Numerical features
§ Normalization

§ All the numerical features in the same field share a single embedding and scalar multiply 
with their values 

§ Disadvantage
§ Assuming embeddings of different features in the same field are linearly related to each 

other 
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Existing Methods for Numerical features
§ Discretization 

§ E.g., partitioning the range of the feature values into k buckets

§ Disadvantages
§ TPP: cannot be optimized together with main model
§ SBD: different embeddings for similar numerical value 40 and 41
§ DBS: same embeddings for very different numerical value 18 and 40
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Aggregation Function

Automatic Discretization

Continuous value mapping ：

Softmax：

Soft discretization output：

Aggregation Function

Max-Pooling：

Top-K-Sum：

Weighted-Average：

Hj Hj
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Advantages
§ End-To-End: 

§ The discretization of numerical features can be optimized jointly with the main model

§ Continuous-But-Different 
§ Different feature values are assigned with different embeddings
§ Closer the feature values have more similar the embeddings
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AutoML in Interaction Layer
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Background
§ Multi-field data

§ High dimensional and sparse

Target Weekday Gender City Product 
Category

1 Tuesday Male London Sports

0 Monday Female New York Cosmetics

1 Thursday Female Beijing Clothing

0 Friday Male Tokyo Food
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Effectively Modelling Feature Interactions Is Important
§ User behavior is complicated to model

§ Both low-order and high-order feature interactions play important roles to 
model user behavior.
§ People like to download popular apps à id of an app may be a signal
§ People often download apps for food delivery at meal time à interaction between app 

category and time-stamp may be a signal
§ Male teenagers like shooting game or RPG à interaction of app category, user gender 

and age may be a signal

§ Most feature interactions are hidden in data and difficult to identify (e.g., 
“diaper and beer" rule)
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Background
§ Factorization models are the models where the interaction of several 

embeddings from different features is modeled into a real number by some 
operation such as inner product or neural network
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Interaction
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Input

MLP

(a) FM (b) DeepFM
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Challenges
§ Enumerate all feature interactions

§ Large memory and computation cost and 
difficult to be extended into high-order 
interactions

§ Useless interaction

§ Require human efforts to identify 
important feature interactions
§ high labor cost
§ risks missing some counterintuitive (but 

important) interactions
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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AutoFIS
§ Search Stage

§ Detect useful feature interactions

§ Retrain Stage
§ Retrain model with selected feature interactions
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Search Stage

Indicator α = 0 or 1
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Search Stage
§ Gate for each feature interaction

§ Huge search space 2"!"

§ Discrete search space -> Continuous search space
§ Architecture parameters α
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Search Stage
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Experiment Results in Huawei Dataset
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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Automatic Feature Grouping Stage

Each feature is possible to be selected into the feature sets of each 
order.
• Π!,#

$ ∈ {0,1}: whether select feature (! into the )%& set of order-*.

To make the selection differentiable, we relax the binary discrete value 
to a softmax over the two possibilities: 

Π!,#
$ = '

'()*+(-.!,#
$ )Π!,#

$ + )*+ -.!,#
$

'()*+ -.!,#
$ (1 − Π!,#

$ ). 

To learn a less-biased selection probability, we use Gumbel-Softmax:

Π!,#
$

0
=	

exp	(	log	70 + 809 )	
∑ exp	(	log	701 + 8019 )21∈ 4,'

	where	> ∈ {0,1}.

74 =
1

1 + exp(−7!,#
$ ) 											7'=

exp −7!,#
$

1 + exp −7!,#
$

80 = − log(− log ?) 	where	? ∼ ABC(>DE 0,1

Trainable Parameters: {"!,#$ }
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Interaction Stage

Feature set representation:

𝑔!
" = #

#!∈%"
#

𝑤&
" 𝑒&

𝑠#
$: the 𝑗%& feature set for order-𝑝 feature 

interactions.
𝑒': embedding for feature 𝑓'
𝑤'
$: weights of embeddings in feature set  𝑠#

$.
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Interaction Stage

!!
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"
	− & '#"(#
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$!" ∈ *', 																															, = 1

Interaction at a given order:
• Inspired by the reformulation of FM:

• The order-𝑝 interaction in a given set 𝑠#
$ is 

defined as:
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Interaction Stage

Parameter Training: 
The structural parameters {𝛼&,!

" } and other normal 
parameters (embedding parameters and network 
parameters) are optimized alternatively in bi-level 
optimization (DARTS).
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Outline
§ AutoML in Embedding Layer

§ NIS - Neural Input Search for Large Scale Recommendation Models (KDD’2020)
§ ESAPN - Automated Embedding Size Search in Deep Recommender Systems (SIGIR’2020)
§ AutoDim - Field-aware Embedding Dimension Search in Recommender Systems

(WWW’2021) 
§ AutoDis - Automatic Discretization for Embedding Numerical Features in CTR Prediction

(AAAI’2021) 

§ AutoML in Interaction Layer
§ AutoFIS - Automatic Feature Interaction Selection in Factorization Models for Click-Through 

Rate Prediction (KDD’2020)
§ AutoGroup - Automatic Feature Grouping for Modelling Explicit High-Order Feature 

Interactions in CTR Prediction (SIGIR’2020)
§ AutoCTR - Towards Automated Neural Interaction Discovery for Click-Through Rate 

Prediction (KDD’2020)
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AutoCTR - Hierarchical Search Space
§ Virtual block abstraction

§ Properties: functionality complementary, complexity aware, …
§ Examples: MLP block, dot-product block, factorization-machine block, …

Virtual  
Blocks

Dot-
product FM MLP

Inner products
Inner productsAddition

Addition
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AutoCTR
§ Search space construction

§ DAG of virtual blocks and grouped feature embeddings
§ Both block hyperparameters and connection among blocks are to be searched

Sparse feature 
embeddings

Dense feature 
concatenation

y

MLP

FM

FM
Linear



Data Science and Engineering Lab

AutoCTR - Multi-Objective Evolutionary Search Algorithm

Add

Back

All the Explored Architectures

Age     threshold  ≤

Multi-Objective
Selection

Parent
selection

Generate
Neighbors

Learning-to-rank 
Guider

Guided
mutation

Rank-based

Sampling

Search
Loop

New Population
Survivor
selection
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Conclusion
§ Deep architectures are designed by the machine automatically 

§ Advantages
§ Less expert knowledge
§ Saving time and efforts
§ Different data à different architectures

Automated Machine Learning
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Future Directions
§ Applying AutoML to more tasks 

§ Feature engineering, model selection, optimization algorithm, model evaluation, etc


